
Fermilab FERMILAB-THESIS-1999-38

Measurement of

the W Boson Transverse Momentum

Distribution

in 1.8 TeV Proton-Antiproton Collisions

Hiroyuki MINATO

A dissertation submitted to the Doctoral Program

in Physics, the University of Tsukuba

in partial ful�llment of the requirements for the

degree of Doctor of Philosophy (Science)

January, 1999



Abstract

We have measured theW boson transverse momentum (PW
T ) distribution

in proton-antiproton collisions at a center-of-mass energy of 1.8 TeV using

the Collider Detector at Fermilab (CDF).

The production of the W boson with subsequent decay into an electron

and a neutrino in the proton-antiproton collisions provides good tests of the

perturbative QCD theory because the event signature is clean. About 90% of

theW bosons are produced with PT < 20 GeV/c where soft gluon emission is

the dominant contribution. In this region, the �xed-order perturbative calcu-

lation breaks down and the gluon resummation is needed for the perturbative

QCD calculation. There are two techniques for the gluon resummation cal-

culation. One technique is based on the b-space formalism where b is the

impact parameter, which is Fourier conjugate to the PT . The other is a new

technique which allows us to calculate the gluon resummation directly in PT

space. Both formalisms are compared to the CDF data in this study. The

next-to-leading order (NLO) calculation is also tested in the range of PW
T

above � 80 GeV/c in this study.

In the 110 pb�1 of CDF data collected during the 1992{1995 run (Run I),

we selectW candidates by looking for an isolated high transverse momentum

electron and large missing transverse energy, which corresponds to the trans-

verse momentum of the neutrino (P �
T ). We identify electrons using the CDF

central electromagnetic calorimeter and the central tracking chamber which

cover the pseudorapidity range from �1:1 to 1:1. We obtain 62165 W ! e�

candidates. We expect some residual backgrounds from QCD multijet events

in the W candidate events. We estimate the size and shape of these back-

ground events using independent QCD multijet samples. We �nd that the



QCD multijet background events are less than 1% of theW candidate events.

The fractions of backgrounds from processes such as W ! �� ! e��� and

Z ! ee in the candidates are determined as a function of PW
T using a Monte

Carlo event generator. The former has both an isolated electron and a miss-

ing transverse energy while the latter can survive the selection cut if one leg

of Z electrons or a jet escapes from the detector undetected. A mismeasure-

ment of energy of an electron or a jet can also cause large missing transverse

energy. We �nd that the fraction of the backgrounds from W ! �� and

Z ! ee events is �3% for PW
T < 50 GeV/c and �15% for PW

T > 140 GeV/c.

We measure the net transverse momentum of all other particles recoiling

against a W boson. In a perfect detector, the transverse momentum of the

recoil (P rec
T ) should balance PW

T . We estimate the detector resolution on the

P rec
T distribution using the Z ! ee events as a control sample. We determine

the P rec
T resolution as a function of PW

T by comparing the distributions of

P ee
T and P rec

T in Z events.

In order to compare the data with the theoretical prediction, the the-

ory curves are re-shaped according to the boson backgrounds, the detector

resolution, and the detector acceptance. The last item is studied using a

Monte Carlo event generator. We �nd that the NLO plus gluon resum-

mation calculation provides reasonable description of the data in the range

PW
T . 120 GeV/c and that there appears to be a discrepancy at high PW

T

(120 . PW
T . 200 GeV/c), though the experimental errors are large.
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Chapter 1

Introduction

The Standard Model has successfully described many phenomena in high

energy particle physics. In the framework of the Standard Model, interactions

between quarks and leptons are described by exchanges of gauge bosons. In

the Electroweak Model (EW), W�, Z0, and  mediate the electroweak force

between quarks and leptons while in the Quantum Chromodynamics (QCD),

it is the gluons that mediate the strong force between quarks.

During the last decade, the Collider Detector at Fermilab (CDF) group

has been measuring various physics processes in hadron-hadron collisions at

the Tevatron collider, where all of the results showed qualitative agreement

with the Standard Model predictions. The W=Z boson production in the

hadron collider provides us with good tests of the QCD because of their

heavy masses and clean signatures. For example, the cross section of W +

jets events was measured precisely and compared with the perturbative QCD;

the result is consistent with the theoretical prediction[1]. The measurement

ofW transverse momentum (PT ) also allows us to test the perturbative QCD.

At the Tevatron energy (the center-of-mass energy 1.8 TeV), about ninety

percent of the production cross section of the W bosons is in the small PT

region, where PT < 20 GeV/c. In this region, the e�ect of soft gluon emission

is a key issue and thus the gluon resummation calculation is needed in the

QCD calculation. By measuring the PT distribution of the W boson we can
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test how well the gluon resummation calculation reproduces the reality. The

leptonic decay modes of the W boson (e.g., W ! e�) are very clean and we

expect very little background events. Since we have more than 60000W ! e�

candidate events, we can also test the �xed-order perturbative calculation in

the high PT region (PT > 80 GeV/c).

1.1 Transverse Momentum Distribution of W

Boson

In QCD a W boson acquires transverse momentum by recoiling against one

or more partons [2]. MostW bosons are produced with relatively small trans-

verse momentum, i.e. PT < MW , but some are produced with quite large PT .

The relevant mechanisms are the 2!2 processes q�q ! Wg and qg ! Wq.

The next-to-leading order (NLO) perturbative corrections, obtained from

real emission processes like q�q ! Wgg and virtual (loop) corrections to the

leading-order processes have been calculated [3]. Some examples of Feynman

diagrams contributing to W production are shown in Fig. 1.1. The conven-

tional theoretical cross section mentioned above, however, breaks down in

low PT region.

The leading behavior at small PT comes from the emission of a soft gluon

in the process q�q !Wg. At very small PT , the intrinsic transverse motion of

the quarks and gluons inside the colliding hadrons (kT ) can not be neglected.

This non-perturbative contribution has to be combined with the perturbative

large PT .

For PT � hkT i (� 760 MeV [2]) a purely perturbative approach is ade-

quate. However, if at the same time PT � MW , higher-order terms in the

perturbation series can not be neglected. In particular, the emission of mul-

tiple soft gluons becomes important and the leading contributions at each
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order have the form[2]

1

�

d�

dP 2
T

' 1

P 2
T

1X
j=1

Lj ; (1.1)

Lj = Aj�
j
S ln

2j�1 M
2
W

P 2
T

(1.2)

where the Ai are calculable coe�cients of order unity and �S is the QCD

coupling constant. In low PT region (PT < 10{15 GeV/c), Lj terms do not

converge so Eq. 1.1 can not be evaluated directly.

The coe�cients Aj, however, are not independent and it is possible to

resum the series even when Lj is large. This resummation was carried out

by Collins and Soper [4, 5] in b-space1 (b-space formalism):
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S (�)

#
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(1.4)

where the function ~W is related to a parton distribution, y is the rapidity

of W boson. The parameters C1, C2 are arbitrary numbers, and the Aj and

Bj are calculable coe�cients. The above resummation should match with

the result of the �xed-order perturbative calculation at large PT (� MW ),

which was studied by Arnold and Kau�man[6]. In practice, however, a non-

perturbative cut-o� must be included to make the b integral in Eq. 1.3

converge at large b and to avoid infra-red problems from evaluating �S and

the parton distribution at low scales. Ladinsky and Yuan introduced a non-

perturbative form which has parameters determined from experiments[7].

A new technique of the resummation was proposed by Ellis and Veseli

in 1998[8]; they perform the resummation directly in qT -space
2. We also

compare their result to our data.

1b is the impact parameter and is Fourier conjugate to the PT .
2In theoretical papers, the transverse momentum is denoted by qT .
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The non-perturbative parts of both formalisms are in the region PT . 5

GeV/c, where they are very sensitive to the parameters chosen. Theoretical

curves by the b-space and qT -space formalisms are shown in Fig. 1.2. We use

the MRS-R2 parton distribution functions [9].

1.2 Previous Measurements

The transverse momentum of W bosons has been measured previously by

the UA1 [10], UA2 [11], CDF [12], and D=0 [13] collaborations. The UA1

and UA2 collected the data by CERN Sp�pS collider at
p
s = 630 GeV. The

CDF and D=0 used the Tevatron accelerator with
p
s = 1:8 TeV. The CDF

presented the result using the data collected during the 1988{1989 run. The

three results by the UA1, UA2, and CDF reported that they are in agreement

with the NLO QCD prediction, but their data samples were small. In 1998,

the D=0 reported their result whose data came from a sample of about 12 pb�1

collected during the 1992{1993 run. Their data are also small in large PT

range (� 20 events PT > 80 GeV/c) and the result is in agreement with the

b-space formalism prediction.

1.3 Outline of the Thesis

In this thesis we present the result of the measurement of the W boson

transverse momentum distribution in proton-antiproton collisions at a center-

of-mass energy
p
s = 1:8 TeV. The data were accumulated using the CDF

detector. The total integrated luminosity was 110 pb�1 during 1992{1995

run. The components of the CDF detector relevant to this analysis are

described in Chapter 2. In Chapter 3, we describe the criteria for selecting

W events which decay into electrons and neutrinos. Energy corrections for

recoil energy are described in Chapter 4. Since we can not measure energy

of neutrinos, we measure the recoil transverse momentum distribution in the
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W events. Chapter 5 describes how we estimate background events which

remain in the data sample. There are two types of the background events:

one is QCD multijet events, the other isW decaying into � (! e��) � and Z

decaying into ee. Since neither can be removed event by event, total number

of events or ratio to the data are estimated. In Chapter 6, we estimate the

detector acceptance using Monte Carlo samples. We estimate the detector

resolution using Z ! ee events as a control sample in Chapter 7. The data

is compared to the theoretical predictions which are smeared due to the

detector resolution in Chapter 8. Finally we conclude in Chapter 9.
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Figure 1.1: Some examples of Feynman diagrams contributing to W produc-
tion at non-zero PT ; (a,d) q�q !Wg, (b)qg !Wq, (c) q�q !Wgg.
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Figure 1.2: Theoretical predictions by the b-space formalism and qT -space
formalism. Both predictions are calculated by the same program. PDF is
MRS-R2. The parameters used here are given in [7] (the b-space formalism)
and [8] (the qT -space formalism).

20



Chapter 2

The Experimental Apparatus

The Collider Detector at Fermilab (CDF) is located at the B0 collision hall

in the Fermi National Accelerator Laboratory (FNAL) in Illinois, USA. The

CDF detector is a general purpose detector, designed for precision measure-

ments of energy, momentum, and position of particles produced by colliding

Tevatron beams. The Tevatron synchrotron accelerator provides the world's

highest energy proton-antiproton collisions at a center-of-mass energy of 1.8

TeV.

2.1 The Accelerator

The system of accelerators at FNAL consists of several parts as shown in

Fig. 2.1.

The beam is created as ionized hydrogens; in the Cockcroft-Walton, elec-

trons are added to H atoms to form ions. These H� ions are accelerated to

an energy of 750 keV and sent to the next stage, the Linac.

The Linac, a linear accelerator, accelerates H� ions to 400 MeV. Before

entering the third stage, the Booster, the ions pass through a carbon foil

which removes the electrons, leaving only the protons.

The Booster is a rapid cycling synchrotron, 151 m in diameter. The

protons travel around the Booster about 20,000 times and their energy is

raised to 8 GeV.
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The next stage is the Main Ring which is a synchrotron accelerator 2 km

in diameter. The Main Ring has a dual purpose: it is used to accelerate

protons and antiprotons to 150 GeV before the next acceleration by the

Tevatron, and it is used to accelerate protons to 120 GeV for the production

of antiprotons.

In order to create antiprotons, the protons with an energy of 120 GeV are

transported to a target area, and focused on a nickel target. The collisions

in the target produce a wide range of secondary particles including many

antiprotons. The antiprotons with an energy of about 8 GeV are collected,

focused, and transported to the Debuncher ring, where they are debunched

and then stochastically cooled. Before these antiprotons are injected into the

Main Ring, they are stored in the Accumulator.

The protons and antiprotons with an energy of 150 GeV are �nally in-

jected into the Tevatron synchrotron, located directly below the Main Ring.

The Tevatron accelerates the protons and antiprotons to their �nal energy

of 900 GeV in the 5.7 T magnetic �eld of superconducting dipole magnets.

There are 6 bunches of protons and 6 bunches of antiprotons in the Teva-

tron. The number of particles in a proton bunch is Np � 2 � 1011, while in

an antiproton bunch it is N�p � 6 � 1010. A crossing of a proton bunch and

an antiproton bunch occurs every 3.5 �s. The quadrupole magnets focus the

proton and the antiproton beams to a diameter of � 40 �m at the B0 and D0

collision halls, and electrostatic separators prevent collisions at other points

during normal running. The bunch length (rms) is � 60 cm. The luminosity

in the Tevatron is given by the expression:

L =
fBNpN�p

4��2
F (�l=�

�) (2.1)

where f is the revolution frequency, B is the number of bunches in each

beam, Np (N�p) is the number of protons (antiprotons) in a bunch, � is the

beam size at the interaction point, and F is a form factor that depends on
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the ratio of the bunch length, �l, to the beta function at the interaction

point, ��. A typical luminosity at the beginning of a store is � 1:6 � 1031

cm�2sec�1.

LINAC

p extract

Booster

Debuncher

and

Accumulator

inject

p inject

Main

Ring Tevatron

Switchyard

p p
_

B0

(CDF)

p
_

Figure 2.1: Schematic of the Tevatron. The Tevatron is actually the same
diameter as the Main Ring but is shown as smaller in the diagram.

2.2 The CDF Detector

The CDF detector is designed for multi purpose and consists of tracking

detectors, calorimeters, and muon detectors. The coordinate system of the

CDF is de�ned by a cylindrical system with the z axis along the beamline

(the positive z direction is the proton beam direction) , the azimuthal angle,
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�, and the polar angle � (Fig. 2.2). Instead of �, we use a quantity called

pseudorapidity, �, de�ned by:

� � �ln
�
tan

�

2

�
: (2.2)

which approximates to the rapidity y (= 1
2 ln
�
E+pz
E�pz

�
) for p � m, where E,

p, and m are a particle's energy, momentum, and mass. The pseudorapidity

is a convenient variable to use in describing particle collisions in hadron

colliders, because the di�erence in � (��) is invariant under Lorentz boost

along the z-axis, the boost which is unavoidable in p�p collisions. The detector

is symmetric in � and �. An overview of the components of the detector used

in this analysis are described below. A full description of the detector can

be found in [14]. Fig. 2.3 shows schematic views of the CDF detector.

φ
θp p

x

y

(0,0,0)
z

Figure 2.2: The CDF coordinate system

2.2.1 The Central Tracking Chamber

The Central Tracking Chamber (CTC) is a 1.3 m radius, 3.2 m long cylin-

drical drift chamber which gives precise momentum measurements in the

angular region -1.1 < � < 1.1. The CTC is surrounded by a superconducting

solenoid producing a 1.4 T magnetic �eld, which allows the precise momen-

tum analysis of charged particles. The chamber contains 84 layers of sense

wires grouped into 9 \superlayers". Five of the superlayers consist of 12 ax-

ial sense wires; four stereo superlayers consist of 6 sense wires tilted by �3�
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relative to the beam direction. Fig. 2.4 shows an endplate of the chamber

displaying the 45� tilt of the superlayers to the radial direction to correct

for the Lorentz angle of the electron drift in the magnetic �eld. Tracking

information in the r-� space is given by the 9 superlayers and the r-z view is

provided by the stereo superlayers. The resolution for momentum measure-

ments is a function of the curvature of the track and thus of the transverse

momentum of the charged particle, pT (GeV/c) :

�pT
pT

< 0:002 � pT : (2.3)

2.2.2 The Vertex Time Projection Chamber

The vertex time projection chamber (VTX) is located inside the CTC. The

VTX is used to reconstruct the z position of p�p interactions along the beam

line. The VTX consists of 28 time projection chamber modules along the z

direction and has a good track reconstruction capability in r-z plane. The

resolution of the z vertex measurement is about 3 mm.

2.2.3 The Calorimeters

The calorimeters are arranged in towers which project back to the geometric

center. The calorimeters, the electromagnetic (EM) calorimeters and the

hadronic calorimeters, are divided into the central, plug, and forward regions.

The segmentation and coverage of the calorimeters are shown in Fig. 2.5.

The calorimeters utilize lead as an absorber for the EM sections and iron for

the hadronic sections. The active sampling medium is either scintillator in

the central region, or gas proportional chambers in the plug and the forward

regions.

The Central Electromagnetic Calorimeter

The central electromagnetic calorimeter (CEM) covers the region j�j < 1:1.

The CEM consists of 48 \wedge" modules. A modules has 10 towers, each of
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which covers 15� in � and 0.1 in � (Fig. 2.6). The CEM has 31 scintillator

layers and 30 lead layers, corresponding to a total amount of materials of 16

radiation lengths (X0). A typical size of a tower cell is 46 cm in the � direction

and 24 cm along the beam direction z. This is larger than the typical size

of electromagnetic showers, which is only a few cm's wide laterally. The

light from each tower is collected by sheets of acrylic wavelength shifter at

both azimuthal tower boundaries and guided to two photomultiplier tubes

per tower. The energy resolution of the CEM is

�E

E
=

0:135p
E � sin� (2.4)

where E is in GeV.

The central electromagnetic strip chamber (CES) is located at a depth of

5.9 X0 (including the coil) to help identify electrons via energy shower pro�le

as well as better position resolution. The CES is a multi-wire gas proportional

chamber with anode wires (64 channels / module) along the beam direction

for the r-� view of the showers and cathode strips (128 channels / module )

perpendicular to the wires for z view. The position resolution of a few mm's

is achieved for electromagnetic showers. We use the local coordinates in the

CES module to de�ne the �ducial volume of each CES module. A schematic

drawing of the CES local coordinate is shown in Fig. 2.7

The Plug and Forward Electromagnetic Calorimeters

Two modules of the end plug electromagnetic calorimeter (PEM) are located

at both ends of the CTC and covers 1.1 < j�j < 2.4. Each of the modules

consists of four quadrants of 4� = 90� each, and each of the quadrants

consists of 34 layers of proportional tube arrays interleaved with 2.7 mm

thick lead absorber panels (Fig. 2.8). Cathode strips outside the plastic tube

arrays have a tower segmentation of4��4� = 0:1�5�. Ten layers have � or
� strips (����� = 0:01� 1�) for position and shower shape determination.
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The coverage of these strips in polar angle is limited to the region of � =1.2

{ 1.84. The PEM has an energy resolution of �ET=ET = 0:28=
p
ET where

ET is measured in GeV.

Two modules of the forward electromagnetic calorimeter (FEM) are lo-

cated approximately 6.5 m from the interaction point and enclose the beam

pipe at either end of the CDF. Each calorimeter consists of 30 sampling

layers, each of which is composed of lead sheets and chambers of gas pro-

portional tubes with cathode and readout. Each cathode pad subtends 0.1

units of � and 5� of �. The FEM covers 2:2 < j�j < 4:2 and has an energy

resolution of �ET=ET = 0:25=
p
ET where ET is in GeV.

The Hadron Calorimeters

The central and endwall hadron calorimeters (CHA,WHA) are steel-scintillator

sandwich calorimeters. The CHA covers j�j < 0:9 and the WHA covers

0:7 < j�j < 1:3. The CHA and WHA consist of 48 layers and are divided

into projective towers, each covering 0.1 in � and 15� in �, matching those

of the CEM which is in front of them.

The end plug hadron calorimeters (PHA) cover the region 1.3 < j�j < 2:4,

while the the forward hadron calorimeters (FHA) cover 2.3 < j�j < 4.2. The

calorimeters are composed of proportional tube chambers and steel plates.

The energy resolutions of the CHA/WHA, PHA, and FHA are ( �ET=ET =)

0:8=
p
ET , 1:3=

p
ET , and 1:41=

p
ET .

2.2.4 Beam-Beam Counters

There is a plane of scintillation counters on the front face of each of the

forward and the backward calorimeters. These scintillators, called the beam-

beam counters (BBC), provide a \minimum-bias" trigger for the detector,

and are also used as the primary luminosity monitor. The counters are

arranged in a rectangle around the beam pipe. They cover the range of 3.24
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to 5.90 in �. The minimum bias trigger requires at least one counter in each

plane to �re within a 15 ns window centered on the beam crossing time.

2.2.5 The Trigger System

The CDF trigger system consists of three levels. The idea of the multi-level

trigger structure is to introduce as little bias as possible at the lower levels,

with the goal of reducing the rate to a point where the next level can do

a more sophisticated analysis without incurring signi�cant deadtime. The

�rst two, Level 1 and Level 2 triggers are hardware triggers, and the Level 3

trigger is a software trigger running on UNIX machines. Triggers relevant to

this analysis are described below.

The Level 1 decision is made in the 3.5 �sec window between beam cross-

ings and it therefore incurs no deadtime. Both hadron and electromagnetic

calorimeter towers are summed into trigger towers with a width of �� ���

of 0.2�15�. This results in a representation of the entire detector as a 42 (in

�) by 24 (in �) array for both the electromagnetic and hadronic calorimeters.

An event need only pass one of the individual Level 1 triggers. The Level 1

calorimeter trigger requires a minimum transverse energy (Esin�) of 8 GeV

in a CEM trigger tower.

Events which pass the Level 1 triggers are considered in the Level 2 hard-

ware. At this level, clusters of energy are formed by the hardware \cluster

�nder". Tracks are also reconstructed by the Central Fast Tracker (CFT).

The tracks found by the CFT are matched to EM clusters in the central

region. The cluster �nder also calculates transverse energy imbalance, which

is a vector sum of the transverse energy of the towers. An event is required

to pass a combination of L2 triggers.

The Level 3 trigger is designed to execute FORTRAN-77 �lter algorithms

as the last stage of on-line trigger selection. The software used is essentially
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the same as the o�ine reconstruction code. The primary di�erences in the cut

quantities between the o�ine analyses and the Level 3 are: ET is calculated

using a vertex point at z = 0 and �nal database constants for tracking and

calorimetry are not available. Events passing through the Level 3 trigger are

recorded onto 8-mm tapes and disks.
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Figure 2.3: TOP: Schematic perspective view of the CDF detector. Bottom:
The CDF detector. One quarter of the detector is shown.
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Figure 2.4: Schematic view of an endplate of the CTC showing the arrange-
ment of the blocks which hold the 84 layers of sense wires.
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Figure 2.5: Map of the calorimetry coverage which shows the �-� coverage
of the separate calorimeters. The small squares represent the tower segmen-
tation of the calorimeters.
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Figure 2.6: A wedge of the CEM. The CES strip chambers are embedded in
the CEM where the maximum of an electron shower is expected to be.
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Figure 2.7: The local coordinate of the CES.

Figure 2.8: The construction of the grounding plane (top), proportional tubes
(middle), and cathode pads (bottom).
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Chapter 3

Event Selection

The data collected at the CDF during the 1992{1993 (Run 1A) and 1994{

1995 (Run 1B) runs corresponding to 110 pb�1 are used in this analysis.

The key event signature to this analysis is an isolated electron with large

transverse energy (ET ) and a large missing transverse energy (=ET ) in an

event.

Section 3.1 describes the data sets in more detail and Sections 3.2 and

3.3 de�ne what we consider an electron and how we determine the missing

transverse energy. Z boson background is removed as shown in Section 3.4

and we present the �nal W boson candidate events in Section 3.5.

3.1 Data Set

Several datasets are made using combinations of Level 3 triggers. The ICE

is the inclusive central electron data set of Run 1A where most important

requirements are ET > 18 GeV and pT > 13 GeV/c. The EIA is the inclusive

central electron data of Run 1B. The EWA is the W electron in the central

region data set of the Run 1B; most important requirements are ET > 22

GeV and pT >13 GeV/c, and large missing transverse energy (> 22 GeV).

The de�nition of the missing transverse energy is given in Section 3.3. The

EZA is the Run 1B Z electrons data set, where at least one electron with

ET > 22 GeV and pT > 13 GeV/c is required in the central region and a
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second electron with ET > 20 (CEM), 15 (PEM), or 10 (FEM) GeV is also

required. The EIA and EZA data sets are used in the following chapters for

background study and missing transverse energy correction study. In this

chapter, we select W events from ICE and EWA date sets.

3.2 Electron Quality Cuts

We use W events with electrons in the central region, j�j < 1.1. The accep-

tance of this requirement is not good (about 45 %. See Chapter 6), however,

the quality of the data is good (less background, good energy measurement).

An electron energy cluster consists of a seed tower and one or two shoulder

towers. The seed tower is identi�ed as any tower with ET > 3 GeV in the

CEM. If the EM towers adjacent in pseudorapidity to the seed tower have

ET > 0:1 GeV, these towers (shoulder towers) are added to the seed tower.

If the tower has more energy than the seed tower, that tower is considered a

seed tower and the process is repeated with it. The maximum cluster size is

restricted to three towers in pseudorapidity (4� = 0:3) and one in azimuth

(4� = 15�).

The cut criteria for the central electrons are described below and sum-

marized in Table 3.1 and the distributions of these quantities after the cut

are shown in Figs. 3.1 � 3.10.

Fiducial Volume

We restrict electrons to be in the �ducial volume of the CEM. The region

j�j < 0.05, where the two halves of the detector meet, is excluded. The

region 0.77 < � < 1.0, 75� < � < 90� is uninstrumented because it is the

penetration for the cryogenic connections to the solenoidal magnet. The

region 1:05 < j�j < 1:10 is also excluded because of the smaller depth of the

electromagnetic calorimeter in this region. In addition, we exclude edges of
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the towers; the electrons which lie within 21 cm of the tower center in the

r-� view are used so that the showers are fully contained in the active region.

The �ducial area is 78.9% of the CEM.

Transverse Energy

An EM cluster is required to have transverse energy (ET ) � 25 GeV. The

transverse energy is corrected due to:

� response variations in the individual CEM towers,

� tower-to-tower gain variation,

� time dependent gain variation.

The correction factors for the di�erence in the response in each individual

tower of the calorimeter and the tower-to-tower gain correction factor are

given from the test beam results with electrons [15]. The long-term stabilities

of the phototubes, scintillating tiles, wave-shifting sheets, and the light guides

are monitored during the runs and corrected at o�-line level.

Lateral Energy Sharing of Towers

The lateral energy sharing (LSHR) of the calorimeter towers containing the

electron shower must be consistent with the sharing measured in test beam

electrons. The de�nition of Lshr is:

Lshr = 0:14
X Eadj

i �Eprob
ir

0:142E +
�
4Eprob

i

� (3.1)

where Eadj
i is the measured energy (E in GeV) in a tower adjacent to the seed

tower, Eprob
i is the expected energy (in GeV) in the adjacent tower, 0:14

p
E

(E in GeV) is the error on the energy measurement, and 4Eprob
i (in GeV) is

the error on the energy estimate. Eprob
i is calculated using a parameterization
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from test beam data. Fake electrons tend to have clusters wider than real

electrons and therefore larger Lshr.

We require Lshr of our electrons to be less than 0.2.

Leakage into the Hadronic Calorimeters

The ratio HAD/EM of the energy deposited in the hadronic calorimeter to

the energy deposited in the electromagnetic calorimeter is required to satisfy

the following:

HAD

EM
� 0:055 + 0:045 � E

100
; (3.2)

where E is the energy of the electron cluster in GeV. The functional form is

determined by studying energy deposition of electrons from a test beam.

Isolation

Electrons from W decay are expected to be \isolated"; the electromagnetic

energy of the W electron should be physically separated from other energy

in the detector. The isolation (ISO) is de�ned as the ratio of all non-electron

energy around the electron to the electron energy:

ISO =
Econe
T �Ecluster

T

Ecluster
T

(3.3)

where Econe
T is the sum of the electromagnetic and hadronic transverse en-

ergies in all of the towers (including the electron cluster) in a radius of

4R =
q
(4�)2 + (4�)2 = 0:4 centered around the electron cluster, and

Ecluster
T is the electromagnetic transverse energy in the electron cluster. We

require that ISO be less than 0.1.

High Transverse Momentum

Electrons and photons have similar calorimetry signatures. The CTC, how-

ever, measures momentum of charged particles, which allows us to distinguish
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an electron from photon. We require a three dimensional track with a pT of

at least 13 GeV/c pointing at the EM energy cluster.

Energy Momentum Ratio

We require the ratio of the electromagnetic energy of the electron cluster

to the electron's momentum, E=p, to lie in the range from 0.5 to 2.0. The

electrons with E=p > 1 are due to radiation of photons by the electron as

they pass through the material. The radiated photons generally land in the

same calorimeter cell as the electron, so E has the same value as the initial

electron energy, but p is smaller because the momentum of photon is not

measured.

Track-Shower Matching

The electron cluster's position measured in the CES is compared with the

position of the CTC track pointing at the cluster. The CTC track is extrap-

olated to the CES. The variable 4x and 4z are the di�erences in the r-�

and r-z view between the CES strip cluster position and the extrapolated

CTC track position. We require 4x � 1:5 cm and 4z � 3:0 cm.

Strip Chamber Pulse Height Shape

The lateral pro�le of the shower in the CES is measured by the cathode

strips. The shower shape is required to be consistent with the shower shape

measured for electrons from the test beam. This is quanti�ed by a �2 test

between the two distributions. We require �2
strip � 10:0.

Event Vertex

The position in z of the primary event vertex is measured by the VTX. We

require the vertex position ( jzvertexj) to be within 60 cm in z from the center
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of the detector to con�rm the event occurring inside the �ducial region of

the CDF detector.

Conversion Electron

Electrons from photon conversions are removed. A conversion electron is

identi�ed by searching for a second, oppositely signed charged track near

the electron track in the CTC. We ag electrons as conversions if there is a

second track with j�(r � �) j < 0.2 cm and j�(cot�) j < 0.06. The criteria

are di�erences in the r-� and � views between the two tracks at their tangent

point.

Detector region Central
Fiducial volume
ET � 25 GeV

# of 3D tracks in a cluster � 1
pT � 13 GeV/c
jzvertexj � 60:0 cm
0.5 � E=p � 2.0

Lshr � 0:2
HAD/EM � 0:055 + 0:00045E

�2
strip � 10:0
Iso � 0.1

j 4x j� 1:5 cm
j 4z j� 3:0 cm

conversion removed

Table 3.1: High ET electron selection cuts.

3.3 Missing Transverse Energy

A neutrino does not interact in the CDF detector. A large missing trans-

verse energy, however, exists as the result of the production of the neutrino

(transverse momentum of the neutrino). The missing ET is calculated from

=ET �
���(�1)�X ~Ei

T

��� ; (3.4)

40



where ~Ei
T is a vector whose magnitude is the transverse energy in a calorime-

ter tower and whose direction points from the event vertex to the center of

the calorimeter tower. For Level 3 triggers, the direction points from z = 0,

because what vertex to use is physics dependent and the least bias is intro-

duced by choosing z = 0. We use the vertex nearest to the electron track as

the event vertex, and recalculate all Ei
T s using it.

In the above calculation of the missing ET , we do not correct for the

magnitude of ~Ei
T as described in Section 3.2. The sum is performed within

the region j�j < 3:6.

For W events, the =ET spectrum is similar to the electron spectrum. We

require =ET � 25 GeV, the same criterion we do for the electron.

3.4 Z Veto

Electrons (positrons) from Z bosons can pass the electron selection as easily

as electrons (positrons) from W bosons. The =ET cut removes most of Z

events, but some of them can survive the cut. We remove these Z events

by searching for \second" electrons. The following Z identi�cation cuts are

applied to a second electron:

� HAD/EM � 0:125

� ISO � 0:15

� ET � 20 GeV (Central region)

ET � 15 GeV (Plug region)

ET � 10 GeV (Forward region)

� 76 GeV/c2 �Mee � 106 GeV/c2,

where the Mee is the electron-positron invariant mass.
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3.5 Selected W Events

We obtain 62165 W events by the above cuts. The ET distribution of the

electrons and the =ET distribution are shown in Figs. 3.10 and 3.11.
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Figure 3.1: The Lshr distribution of electrons, after the electron cuts, =ET cut,
and Z veto cuts.

Figure 3.2: The HAD=EM distribution of electrons, after the electron cuts,
=ET cut, and Z veto cuts.
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Figure 3.3: The isolation distribution of electrons, after the electron cuts, =ET

cut, and Z veto cuts.

Figure 3.4: The transverse momentum distribution of electrons, after the
electron cuts, =ET cut, and Z veto cuts.
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Figure 3.5: The E=p distribution of electrons, after the electron cuts, =ET cut,
and Z veto cuts.

Figure 3.6: The 4x distribution of electrons, after the electron cuts, =ET cut,
and Z veto cuts.
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Figure 3.7: The 4z distribution of electrons, after the electron cuts, =ET cut,
and Z veto cuts.

Figure 3.8: The �2
strip distribution of electrons, after the electron cuts, =ET

cut, and Z veto cuts.
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Figure 3.9: The zvertex distribution of electrons, after the electron cuts, =ET

cut, and Z veto cuts.
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Figure 3.10: The transverse energy distribution of the W electrons.
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Figure 3.11: The missing transverse energy distribution of the W sample.
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Chapter 4

Recoil Energy

The PW
T is reconstructed from the electron and neutrino energies, Eele

T and

E�
T :

~PW
T = ~Eele

T + ~E�
T : (4.1)

However, as described in the previous chapter, the transverse energy of the

neutrino itself is undetected and needs to be reconstructed from all measured

transverse energies which include the one from the electron. The transverse

energy of the electron is therefore cancelled out from the above PW
T calcula-

tion and only the energies of the particles recoiling the W boson remain;

~PW
T = ~Eele

T + ~=ET

= ~Eele
T +

(
�
 

~Eele
T +

X
Recoil particles

~ET

!)

= �
X

Recoil particles

~ET : (4.2)

We classify the recoil particles into two groups, jet and unclustered energies

due to their transverse energies:

~P rec
T =

X
Recoil particles

~ET

=
X ~Ejet

T +K � Eunc
T : (4.3)

Here the Ejet
T is the transverse energy of a jet cluster with ET � 10 GeV.

The clustering method is described in the following section. The Eunc
T is the
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vector sum of transverse energies of all towers except one from the jet clusters

or the electron cluster. The factor K is the correction factor for unclustered

energies and is determined using Z ! ee events as described in Section 4.2.

4.1 Jet

4.1.1 Jet Energy Clustering

We use a cone clustering algorithm for �nding jets [16]. This algorithm

starts with looking for a seed tower. All calorimeter towers containing more

than 1.0 GeV of transverse energy are seed towers. Towers in a cone R =p
(4�)2 + (4�)2 around the seed tower are included in the cluster, if they

have ET more than 0.1 GeV. Using each tower in the cluster, the ET weighted

centroid is calculated and a new cone is formed around the centroid. The

process is iterated until the towers in the cone remains unchanged.

We use a cone radius of 0.4 for the clustering algorithm. This choice is

less susceptible to energy contamination from outside the jet. We show a

W + 1 jet event as an example of the jet clustering in Fig 4.1.

4.1.2 Jet Correction

The above clustering procedure de�nes a jet as the energy in a cluster of

towers within the R of 0.4. The energies of these clusters must be corrected

due to nonlinearity and nonuniformity in the calorimeter tower response.

The correction is achieved in two steps ([17, 18]). First, the energy of

jets deposited in the plug and forward calorimeters are corrected to the same

value as they would be measured in the central calorimeter. This correction

is given as a function of � and pT of a jet. We derive this function using

dijet events. Since dijets should balance back-to-back in pT , if one of jets

is measured well in the central calorimeter, the other measured anywhere

in the detector can be corrected by requiring them to balance. After this

51



 Run 63604 Evt 312980   W_DATA_PAD_SAMPLE.PAD          31OCT94 14:49:57 18-NOV-98

PHI:

ETA:

   98.

  0.00

 33.9

 

 PHI:

ETA:

   98.

  0.00

 calorimeter tower

Electron

Jet cluster

Transverse Energy deposited in an EM calorimeter tower

Transverse Energy deposited in a Hadron

Cluster Cone R = 0.4

Figure 4.1: A W (! e�) + 1 jet event. An ellipse shows a jet clustering area
with the cone radius R of 0.4.

relative correction applied, the second step which is an \absolute" correction

is applied. This is an attempt to make the energy of the cluster as close

as possible to the parton energy. The relation between clusters and partons

were studied using a GEANT simulation.

4.2 Unclustered Energy

We calculate the unclustered energy by summing the transverse energy vec-

tors ( ~ET ) of all towers except ones included in jet clusters or the electron

cluster ([19, 20]). The unclustered energies are corrected using the constant

factor K. We determined this factor K using Z ! ee events, because we can

compare the transverse momentum of the recoil to well-measured transverse
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momentum of the Z boson.

4.2.1 Control Sample

We use Z ! ee events from Run 1 as the control sample. We require that

an event has two central electrons or one central and another plug electrons.

Central electrons should pass the same cuts as we require forW events in the

previous chapter. Plug electrons should pass the loose cuts shown in Table

4.1.

Ecorrected
T � 15 GeV

�2
3�3 � 3:0

�ducial cut
conversions removal cut

Table 4.1: Cut criteria for the plug electrons of Z events.

The invariant mass of two electrons is required to lie within a mass win-

dow, 81 �Mee � 101 (GeV/c2).

We only use Z sample with no jet activities (Ejet
T � 10 GeV) to remove

uncertainties from jet energy measurements.

The Mee distribution is shown in Fig. 4.2.

4.2.2 The K Factor

We de�ne the K factor so as to balance the recoil energy distribution with

momentum distribution of the Z boson. In lower PZ
T regions, uncertainties

in energy of electrons may lead to large uncertainty in PZ
T , because electrons

from Z move almost back to back. To reduce these uncertainties from elec-

tron energy measurement, we only use the components along the direction of

the angular bisector of the electron pair (Fig. 4.3). We denote this direction

by �, and the perpendicular direction to the � direction by �.

The top �gure in Fig. 4.4 shows the Eele1
� + Eele2

� distribution of the
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Z ! ee control sample. The bottom �gure shows the Eunc
� distribution of the

Z sample. We require the mean of the distribution of Eele1
� +Eele2

� +K �Eunc
�

to be zero:

�
Eele1
� + Eele2

�

�
+K � Eunc

� = 0 (4.4)

We conclude K = 2:0. We show the distributions of (Eele1
� + Eele2

� +K �
Eunc
� ) and (Eele1

� +Eele2
� +K �Eunc

� ) with K = 2:0 in Fig. 4.5. We also show

the distributions of (Eele1
� + Eele2

� +K � Eunc
� ) with K = 1.0, 1.8, and 2.2 in

Fig. 4.6.

4.2.3 P rec
T Distribution of W Events

The recoil PT of the W events is calculated with the factor K = 2:0. The

distribution is shown in Fig. 4.7.
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Figure 4.2: The invariant mass distribution of the electron pairs in the Z
sample. At least one electron should be in the central region, the other
should be in the central or plug regions. We require the data not have any
jet cluster with ET � 10 GeV.

55



EE
ele1 ele2

T T

P Z
T

E u nc

T

η

ξ

P Z
η

E u nc
η

P Z
ξ

E u nc

ξ

Figure 4.3: A Z ! ee+0 jet event in the r-� view. The bisector of the angle
between the ee pair is labeled �. The perpendicular direction is labeled �.

56



Figure 4.4: TOP: P ee
� distribution of Z + 0 jet (Ejet

T � 10 GeV) events. The
line is a �t to the exponential curve. BOTTOM: Eunc

� distribution.
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Figure 4.5: TOP: The distribution of Eele1
� +Eele2

� +K �Eunc
� with K = 2:0.

The distribution is balanced by K. The data are required not to have any jet
with Ejet

T � 10 GeV. BOTTOM: The distribution of Eele1
� +Eele2

� +K �Eunc
�

with K = 2:0.
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Figure 4.6: The distribution of Eele1
� + Eele2

� +K � Eunc
� with K = 1.0, 1.8,

and 2.2.
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Figure 4.7: The distribution of the recoil transverse energy of the W events
is shown in semi-log scale.
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Chapter 5

Backgrounds

We selected W ! e� events as described in Chapter 3. We, however, expect

that some background events still remain in our data sample. In this chapter,

we estimate these residual backgrounds. We consider backgrounds from QCD

multijet production and single boson production (W ! �� ! e��� and

Z ! ee). We can not remove these backgrounds individually using any

further cuts, so we study their fractions in our data.

5.1 QCD Background

5.1.1 Introduction

A real electron is produced in the semileptonic decay of bottom quarks or

charm quarks and can be misidenti�ed as coming from aW decay. Quarks or

gluons can fake an electron signature (e.g. ���0 overlap). We refer to these

events as QCD backgrounds. Even if an electron signature is produced, most

of the background events are rejected by the =ET cut. However, some events

can produce large =ET because of a jet escaping through a crack or because

of mismeasurement of the energy cluster. The electrons from W decay are

more isolated than the electrons from these backgrounds since they will tend

to have other particles (e.g. b, c quark decay) near the electron. We estimate

the QCD backgrounds remaining in our data using the isolation distribution
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of the \electrons" (the isolation extrapolation method[21]).

5.1.2 Data Sample

In order to study the isolation distribution of the background \electrons",

we make a data sample which contains both QCD and W events from Run 1

data. We use the cut criteria for the W events selection (Chapter 3) except

two cuts: we do not apply the =ET cut and we do not apply the isolation cut

for electrons in order to obtain a sample of QCD multijet events. Since we

need events with low =ET , we use the inclusive data sets which do not require

the =ET trigger (ICE and EIA, Chapter 3). The ET of the \electrons" and =ET

shapes are shown in Fig. 5.1.

5.1.3 The Isolation Extrapolation Method

We classify events into the following four categories according to their isola-

tion (ISO) and =ET values (Fig. 5.2):

� Region 1: ISO � 0:1; =ET � 10:0 (GeV)

� Region 2: ISO � 0:3; =ET � 10:0 (GeV)

� Region 3: ISO � 0:3; =ET � 25:0 (GeV)

� Region 4: ISO � 0:1; =ET � 25:0 (GeV)

The isolation distribution of the sample in each region is shown in Fig.

5.3. We assume events in Region 1, 2, and 3 are all QCD events and not

W 's. In Region 4, in contrast, most of them are assumed to be W 's, with

some small number of background events. Assuming the isolation shape of

QCD events does not depend on =ET , we can calculate the number of QCD

events in Region 4 (NQCD
4 ) using the numbers of events in Regions 1, 2, and
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3 (N1;2;3) as follows:

NQCD
4 = R �N3 (5.1)

R � N1

N2
(5.2)

However, the isolation shape has some correlation with =ET . In Region

3 and 4, the QCD background events have at least two jets with ET � 25

GeV: one jet is misidenti�ed as an electron and the other causes large =ET .

Therefore we require that the events in Region 1 and 2 have at least one jet

in addition to the electron candidate. The fraction of electromagnetic energy

in this jet must be less than 0.8. This jet corresponds to the jet recoiling

against the \electron" in Regions 3 and 4. We show in Table 5.1 that R

indeed varies with the ET cut value of the jet. The isolation shapes of the

events in Regions 1 and 2 with the jet requirements of Ejet
T � 10, 20, 25 GeV

and without imposing the jet requirements are also shown in Fig. 5.4.

Region 1 Region 2 Ratio R

� 0 jets 7240 2554 2.83

Ejet
T � 10GeV 5237 2429 2.16

Ejet
T � 20GeV 3957 2221 1.78

Ejet
T � 25GeV 3412 2107 1.62

Table 5.1: Number of events and the ratio R

Since we require the events in Region 3 and 4 have =ET � 25 GeV, we also

require the events in Region 1 and 2 have at least one jet with ET � 25 GeV

in addition to the electron candidate.

We conclude R = 1:62.

5.1.4 Systematic Error

We can test this isolation extrapolation method by making two subsamples

containing only QCD events. One subsample named Low =ET set consists
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of the events in Region 1 and 2. The other subsample named High ISO set

consists of the events in Region 2 and 3. Both subsamples are further divided

into four regions as shown in Fig. 5.5. We require the events of the High ISO

set have at least one jet with ET � 25 GeV as we did above. We compare the

number of events in Region 4 to the number calculated using the isolation

extrapolation method. We show the results in Table 5.2.

Region 1 Region 2 Region 3 Region 4 Ratio Predicted

Low =ET 2137 747 1516 4252 2.86 4337
High ISO 1418 575 119 191 2.47 293.5

Table 5.2: Results of the test of the QCD background estimation. The
number of events in Region 4 are directly counted.

The actual numbers in Regions 4 are 2% (LOW =ET set) and 35% (High

ISO set) less than the predicted numbers. We assign the larger discrepancy

of 35% to the systematic uncertainty on our isolation extrapolation method.

We therefore obtain:

R = 1:62� 0:57 (5.3)

5.1.5 Total Number of QCD Backgrounds

We have used the data samples from ICE and EIA in order to obtain the

QCD sample. However, we use ICE and EWA for ourW selection. Therefore

we re-select events in Region 3 from ICE and EWA. We obtain 330 events in

Region 3. The number of QCD backgrounds is thus:

NQCD = 534:6� 29:4(stat)� 188:1(syst) : (5.4)

5.1.6 The P rec
T Shape of QCD Background

We use the \P rec
T " shape of the events in Region 3 as the shape of QCD

background. The distribution is shown in Fig. 5.6. We assume that the

correlation between the isolation and the P rec
T distribution is negligible.
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5.1.7 Conclusion of QCD Background

We estimate the QCD background in W ! e� events by multiplying the

P rec
T distribution in Region 3 by the factor of R = 1.62. We subtract the

number of QCD events from the number of W events as shown in Fig. 5.7.

The contribution from QCD background events is negligibly small in lower

PW
T regions.
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Figure 5.1: The data sample containing W and QCD events. TOP: the ET

distribution of \electrons". BOTTOM: the =ET shape.
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Figure 5.2: The isolation vs. =ET . Four regions are de�ned: Region 1: ISO
� 0:1 =ET � 10 GeV, Region 2: ISO � 0:3 =ET � 10 GeV, Region 3: ISO
� 0:3 =ET � 25 GeV, and Region 4: ISO � 0:1 =ET � 25 GeV.
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Figure 5.3: The isolation shapes; Region 1 (ISO� 0:1), Region 2 (ISO � 0:3),
Region 3 (ISO � 0:3), and Region 4 (ISO � 0:1).

68



Figure 5.4: The isolation distributions in Region 1 (ISO � 0:1) and 2 (ISO
� 0:3).
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Figure 5.5: We make another two sets of the \four regions"; Low =ET set
(TOP) and High ISO set (BOTTOM).
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Figure 5.6: \P rec
T " distribution of the events in Region 3. We use this shape

as the QCD background shape.
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Figure 5.7: P rec
T shapes of the data, QCD background and the \DATA-QCD".
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5.2 Single Boson Background

5.2.1 Introduction

In this section, we estimate backgrounds from the single boson processes of

W ! �� ! e��� and Z ! ee.

A W produces an electron and =ET by not only decaying directly into an

electron and a neutrino but also decaying into a tau and a neutrino where

the tau decays into an electron and neutrinos. In this process, the electron

is softer than the one from W ! e� process, because the electron shares the

energy of the tau with two neutrinos. A P rec
T shape in the W ! �� ! e���

process is the same as in the W ! e� process.

We have the Z veto in the W event selection as described in Chapter 3;

however, some Z events can still remain in our event sample with =ET � 25

GeV. If one of the Z electrons or a jet produced with a Z boson escapes

through a crack in the detector, this can result in a large =ET .

We estimate the backgrounds from the above sources using Monte Carlo

samples.

5.2.2 Monte Carlo Samples

We use PYTHIA Monte Carlo generator [22] with PHOTOS [23] which is

a Monte Carlo for QED radiative corrections. The detector simulation is

done using QFL [24]. The parameters used in running PYTHIA are given

in Appendix A. We make data sets for some PT regions in W ! e�, W !
�� ! e���, and Z ! ee modes. Since we divide the Monte Carlo sample

into narrow PT bins, we do not need to consider the di�erence in PT spectra

between the Monte Carlo samples and the real data.
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5.2.3 Method

We estimate a background ratio to the observed data bin by bin of the

unsmeared (generation level) PW
T . Since we know the relative production

cross sections of the backgrounds to the signal from other measurements, we

just need the relative cut e�ciencies and acceptances of the background to

the signal1.

We apply all the event selection cuts on the backgrounds and the signal

Monte Carlo data to calculate the e�ciency and the acceptance of them

respectively. We denote the e�ciency�acceptance by RWe for W ! e�,

RW� for W ! �� ! e���, and RZe for Z ! ee.

After the QCD background is subtracted from the data, the number of

events in an unsmeared PT bin should be:

Nobs = RWe �NWe +RW� �NW� +RZe �NZe (5.5)

where NWe, NW� , and NZe are the numbers of W ! e�, W ! �� ! e���,

and Z ! ee events generated in p�p collisions. Using the branching ratio

of � ! e�� (BR = 17:83% [25]) and the ratio RW=Z = �B(p�p ! W !
e�)=�B(p�p! Z ! ee) at CDF (RW=Z = 10.90 [26]), we have

NW� = BR �NWe and NZe = R�1
W=Z �NWe : (5.6)

Then, Eq. 5.5 becomes

Nobs =
�
RWe +BR �RW� +R�1

W=Z �RZe

�
�NWe (5.7)

The number of W ! e� events in the observed events is:

RWe �NWe =
1

1 + RW�

NWe
�BR + RZe

RWe
�R�1

W=Z

�Nobs (5.8)

1We assume here that there is no noticeable di�erence in PT shape between Z and W .
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5.2.4 Results

Figs. 5.8{ 5.10 show the second Z electrons of the background Monte Carlo

events which passed the W selection cuts. In the left �gures, � and � dis-

tributions of the second electrons are shown using the information at the

generation level. In the center �gures, the invariant mass of the two elec-

trons (vertical axis) and the number of electrons tagged as a second electron

(horizontal axis) are shown using information after the detector simulation.

The number of electrons tagged as a second electron are also shown in the

right �gures. The left �gure for PZ
T < 35 GeV/c shows that almost all sec-

ond electrons go into crack regions. These electrons cause large =ET and thus

misidenti�cation. The center �gures in Figs. 5.8{5.10 show that mismea-

surement of Z mass at the Z veto causes misidenti�cation of Z as W , where

a mismeasured electron or a jet is considered to produce high =ET .

Fig. 5.11 shows the RW� , RZe, and RWe as a function of PT , where the

PT is given from the generation level.

The result is shown in Fig. 5.12. The horizontal axis is the unsmeared

PW
T . The fraction ofW ! e� events in the observed events is around 97% for

lower PT events. This fraction begins to drop at PT � 50 GeV/c and is about

85% in the high PT region 140 < PT < 200 GeV/c. This fraction is applied

to theoretical curves when comparing data to the theoretical predictions.

5.2.5 Systematic Uncertainty

In the calculation of this single boson backgrounds, the values from the Monte

Carlo show up as ratios, thus uncertainties from the Monte Carlo are can-

celled. To estimate the systematic uncertainty in the �nal PW
T distribution

from this single boson backgrounds, we shift each PT bin of Fig. 5.12 ran-

domly and independently according to each statistical error, which changes

the �nal distribution. We calculate the standard deviation for each PT bin of
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the �nal distribution and assign it as the systematic uncertainty. However,

this uncertainty is negligible.

76



Figure 5.8: The Monte Carlo Z events passing theW selection cuts (TOP:0 �
PZ
T < 35 GeV/c, BOTTOM: 35 � PZ

T < 60 GeV/c). LEFT: � and � distrib-
ution of the second electrons. The information used here is at the generation
level. Most of the second electrons point to the region of the detector cracks.
CENTER: Invariant mass vs. the number of \second" electrons. The infor-
mation used here is at the detector level. If there are more than one \second"
electrons, we use the one which makes a closest invariant mass to Z mass.
The mass window for the Z removal is 76 to 106 GeV/c2. RIGHT: The
number of \second" electrons at the detector level.
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Figure 5.9: Same as Fig. 5.8. TOP: 60 � PZ
T < 100 GeV/c. BOTTOM:

100 � PZ
T < 120 GeV/c.
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Figure 5.10: Same as Fig. 5.8. TOP: 120 � PZ
T < 160 GeV/c, BOTTOM:

160 � PZ
T < 200 GeV/c. The left and right �gures show that there are

events, the second electron of which does not point to the region of the
detector cracks and is identi�ed as the second electron. In these events, jets
could cause the large =ET .

79



Figure 5.11: The acceptance�e�ciency for W ! e�, Z ! ee, and W !
�� ! e���. The reason why the second bin for W ! e� is relatively high is
mentioned in the next chapter.
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Figure 5.12: The fraction of the signalW ! e� events in the observed events.
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Chapter 6

Acceptance

6.1 Introduction

In this chapter, we describe how we determine the geometric and kinematic

acceptances. The geometric acceptance is de�ned as the e�ciency for the W

electron to be in the �ducial volume of the CEM calorimeter. The kinematic

acceptance is the e�ciency for the electron in the �ducial volume of the CEM

calorimeter to have ET of at least 25.0 GeV and for the =ET to be at least 25.0

GeV. We estimate the acceptances using a Monte Carlo event generator. We

present the acceptances as a function of PW
T .

6.2 Monte Carlo Sample

We generate theW ! e� events using the PYTHIA event generator enhanced

with PHOTOS radiative correction routines and QFL parametric detector

simulation package. The nucleon parton distribution functions are CTEQ4M

[27].

6.3 Geometric Acceptance

We �rst require that a W electron goes to the CEM. We use the information

after the detector simulation.
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Next, we require that the electron which passes the above requirement be

in the �ducial volume.

We calculate the geometric acceptance as follows:

ACEM =
NCEM

N
(6.1)

Afid =
Nfid

NCEM
(6.2)

Ageo = Afid � ACEM (6.3)

where N is the total number of generated events with PW
T in a certain PT

range, NCEM is the number of events with the electron in the central region

and Nfid is the number of events with the electron in the central �ducial

volume.

6.4 Kinematic Acceptance

We require that ET of the electron is � 25 GeV. =ET is also required to be

� 25 GeV. The calculation of the kinematic acceptance is as follows:

AET =
NET

Nfid
(6.4)

A=ET =
N=ET

NET

(6.5)

Akin = A=ET � AET (6.6)

where NET stands for the number of events which have the electron with

ET � 25 GeV and pass the above geometric cuts, N=ET is the number of

events which have both ET � 25 GeV and =ET � 25 GeV.

6.5 Result of the Cuts

The results are shown in Figs. 6.1, 6.2, and 6.4.

The top �gure in Fig. 6.1 shows the ACEM as a function of PW
T . Events

with higher PW
T tend to have an electron in the central region.
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The bottom �gure in Fig. 6.1 shows the geometric acceptance Ageo. The

�ducial cut decreases the CEM acceptance by � 10%. The geometric accep-

tance increases with PW
T .

The top �gure in Fig. 6.2 shows that the ET cut e�ciency for the events

which passed the geometric cut increases PW
T . The center �gure in Fig. 6.2

shows that the =ET e�ciency cut for the events which passed both the ET

and the geometric cuts decreases with increasing PW
T up to about 65 GeV/c,

and then increases. This could be understood as follows by looking at event

distributions in the =ET -ET plane (Fig. 6.3). In lower PW
T regions, the events

are concentrated along the line of =ET = ET in the =ET -ET plane, where events

that are rejected by the =ET cut do not remain much after the ET cut is

applied. As the PW
T increases, the events spread in the direction of the line

=ET + ET = constant, which makes the acceptance decrease because some

events spill over into the cut regions. Events with higher PW
T tend to have

ET and =ET above 25 GeV, thus the acceptance increases with increasing PW
T .

The bottom �gure in Fig. 6.2 shows the kinematic acceptance.

The total acceptance is shown in Fig. 6.4. The acceptance is �tted to the

following empirical formula:

F (PT ) = p1 � P p2
T + p3 � tanh (�p4 � PT ) + p5 (6.7)

6.6 Systematic Uncertainties

We use the �tting errors as the systematic uncertainties from this accep-

tance estimation to the �nal W boson PT distribution 1
N

dN
dPT

. We shift each

parameter randomly using its �tting error independently. Each \random ac-

ceptance curve" is applied to the 1
N

dN
dPT

distribution. We calculate a standard

deviation for each PT bin as the systematic uncertainty.

We also check dependences on the PDF used. We test MRS-G [28] and

CTEQ4HJ (Fig. 6.5). We apply the acceptance curves obtained using MRS-
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G and CTEQ4HJ to the 1
N

dN
dPT

distribution. However, these dependences on

the PDF are negligibly small.
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Figure 6.1: The e�ciency of the CEM cut (open circle) and the geomet-
ric acceptance Ageo (CEM + Fiducial cuts, closed circle). The acceptance
increases with increasing PW

T .
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Figure 6.2: The kinematic acceptance. TOP: The ET cut e�ciency for elec-
trons which passed the geometric cut. This e�ciency increases with in-
creasing PW

T . MIDDLE: The =ET cut e�ciency for events which passed the
geometric and ET cuts. The number of events which are rejected by one of
the two cuts, ET or =ET cut, increases with the increasing PT up to PT of
around 65 GeV/c, thus the e�ciency decreases. BOTTOM: The kinematic
acceptance Ageo for events which passed the geometric cut.

87



Figure 6.3: Scatter plots of the electron ET vs. =ET , before the ET and
=ET cuts. The distribution in the ET and =ET plane spreads with increasing
PW
T . In lower PW

T regions, the events are concentrated on the line =ET = ET .
The increasing PW

T spreads events on the line, =ET + ET = constant, which
decreases the acceptance. In higher PW

T regions, many events have =ET and
ET above 25 GeV, thus the acceptance increases again.
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Figure 6.4: The total acceptance. The plots are �tted using an empirical
formula F (PT ) = p1 � P p2

T + p3 � tanh(�p4 � PT ) + p5.
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Figure 6.5: The uncertainty in the acceptance estimation due to the PDF.
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Chapter 7

The Smearing Model

7.1 Introduction

In this chapter, we estimate the detector resolution of the recoil PT using

real Z data as a control sample. In the following chapter, we smear theory

curves using our smearing model which we determine in this section and then

compare them with our data.

The P rec
T in a W event is calculated using energies of all measurable

particles except the electron from W :

~P rec
T =

X ~Ejet
T +K � ~Eunc

T : (7.1)

The Ejet
T and Eunc

T are corrected by the methods previously described in

Sections 4.1 and 4.2, respectively. The shape of this P rec
T distribution is,

however, still smeared due to detector resolutions.

We estimate this detector resolution e�ect using real Z data by comparing

the P rec
T in Z events with the PT of the two electrons (P ee

T ). We assume that

the uncertainty in P ee
T measurement is negligible.

7.2 Control Sample

We use the inclusive Z data sample with the same selection criteria used for

the Eunc
T correction described in Section 4.2 except the jet veto cut; we include
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the events with jets. In each event, the P rec
T is broken into two components

(Fig. 7.1): one (P rec
? ) perpendicular to the Z boson PT (PZ

T = P ee
T ) and

the other (P rec
k ) parallel to it. Fig. 7.2 shows that the correlation between

P ee
T + P rec

k and P rec
? is negligible.

We classify events into 8 bins according to the size of PZ
T = P ee

T . We then

make two types of plots, one is P ee
T + P rec

k , and the other is P rec
? .

The results are shown in Figs. 7.3 and 7.4. We �t these distributions to

the function:

F (x) = p1 � exp
0
@�

s�
x� p3
p2

�2

+ 1

1
A : (7.2)

The parameter p2 corresponds to the width of the distribution. The para-

meter p3 is the mean of the distribution and �xed to 0 in �tting the P rec
?

distribution.

We plot the widths (p2) of the P ee
T + P rec

k and P rec
? distributions as a

function of P ee
T in Figs. 7.5 and 7.6. We �nd that the width of the distribution

increases with increasing P ee
T . These two plots are �tted to the function,

F (PT ) =
p
p1 � PT + p2 : (7.3)

Fig. 7.7 shows that the mean of the P ee
T + P rec

k distribution shifts with

P ee
T . This shift arises because the Eunc

T correction factor (K-factor) depends

on P ee
T . We determined K = 2:0 for the whole event sample in Chapter 4,

because we can not measure P e�
T event by event like P ee

T . We include this

dependence into this smearing model. This plot is �tted using the following

empirical form:

F (PT ) = tanh (p1 � PT � p2) �
p
p3 � PT : (7.4)

However, the result of the �t has a little problem in the lowest P ee
T region;

for PT less than 0.4 GeV/c, the �t result F (PT ) becomes larger than PT , that
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is,



P ee
T + P rec

k

�
= hP ee

T i+


P rec
k

� � hP ee
T i : (7.5)

This means that the P rec
k of the whole events directs in the same direction

as P ee
T , which is unnatural. When we smear the theory curves in the next

chapter, we thus require F (PT ) < PT by the following:

F (PT )
0 = min(a � P ee

T ; tanh(b � PT � c) �
p
d � PT ) : (7.6)

There is no particular reason for the form a � P ee
T . The constant a is quite

arbitrary and should only be 0 < a < 1. In this analysis, we use a = 0:5

which makes F (PT ) = PT at PT = 1:2 GeV/c1.

7.3 Systematic Errors

In the above we have determined three functions of PW
T : F (PT )k, F (PT )?,

and F (PT )mean. Using these curves, we study systematic errors in the �nalW

boson distribution 1
N

dN
dPT

arising from the uncertainty of our smearing model.

Each curve has a �nite �tting error. First, we shift one of the three curves by

its �tting error, next we carry the smearing procedure, then we measure the

di�erence between the two distributions. The same procedure is repeated for

other curves. Finally, the systematic error in the �nal distribution from the

smearing model is calculated as the quadrature sum of the di�erences.

7.4 Summary

The detector resolution of the P rec
T is determined using real Z data as a

control sample. The resolution is evaluated in two components, one perpen-

dicular to the boson PT and the other parallel to it. The dependence of the

width of the resolution distribution on PW
T is determined for each compo-

nent, and the shift of the center of the resolution distribution is determined

1There is not big di�erence in the result between a = 0:5 and a = 0:7.
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for the parallel component. We use the �tting errors in the above processes

as the uncertainty due to the smearing model. The parameters we get are

shown in Figs. 7.5 � 7.7.

P

P

P

P

Rec

Rec

Rec

Z

T

T

ee
T= P

Figure 7.1: The de�nition of the P rec
? and P rec

k .
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Figure 7.2: P rec
? vs. P ee

T + P rec
k . The correlation between them is negligible.
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Figure 7.3: The P ee
T + P rec

k distributions. The mean of the distribution (p3)
shifts with P ee

T .
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Figure 7.4: The P rec
? distributions. The width of the distribution (p2) in-

creases with P ee
T . The parameter p3 is �xed to 0.
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Figure 7.5: The widths (p2) of the P
ee
T +P rec

k distribution vs. P ee
T . The width

is proportional to
p
P ee
T .
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Figure 7.6: The widths (p2) of the P
rec
? distribution vs. P ee

T . The width is
proportional to

p
P ee
T .
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Figure 7.7: The mean of the P ee
T + P rec

k distribution as a function of P ee
T .
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Chapter 8

Comparing Data with Theory

8.1 Introduction

In this chapter, we compare our data to two theory curves: calculated by the

b-space and qT -space formalisms, as mentioned in Chapter 1.

We can not measure PW
T distribution directly and thus measure P rec

T

whose shape is smeared, as described in Chapters 4 and 7. In this study,

we do not unfold our data distribution as CDF did at the previous analysis

using 1988{1989 collider run, because the unfolding procedure[29] is sensitive

to the choice of the �tting function. Instead of unfolding the data, we smear

the theoretical curves according to the detector resolution studied in Chapter

7.

8.2 Data

As described in the previous chapters, the W events are selected by requir-

ing an isolated electron with high ET and large =ET . The P
rec
T distribution of

these events is presented after the jet energy correction and the unclustered

energy correction. From that P rec
T distribution, the shape of QCD back-

ground is subtracted. We can not subtract the backgrounds of W ! �� and

Z ! ee from the data, because we do not know P rec
T distributions of these

backgrounds; we determine the fraction of the backgrounds in the data as

101



a function of PW
T . Therefore we present theoretical curves with the boson

backgrounds for comparison.

8.3 Theory

We compare the data to the theoretical curves calculated by the b-space and

qT -space formalisms. The theoretical distributions of PW
T is re-shaped into

\P rec
T " distributions in the following steps:

� multiplying the detector acceptance,

� adding the shapes of the boson backgrounds,

� smearing by the detector smearing model.

As described in the previous chapters, the above three procedures are

given as functions of PW
T .

8.4 Systematic Uncertainties

The systematic uncertainties from the following items are estimated as de-

scribed in the previous chapters. We summarize them here.

� QCD background

The scale factor R = 1:62 has the systematic uncertainty of 35%. The

shape of the QCD background is determined using the real data whose

size is 330. The statistical uncertainty from this number is also counted

as a systematic uncertainty of the �nal distribution, 1
N

dN
dPT

.

� Single boson backgrounds

The fraction of the boson background events in the data shown in Fig.

5.12 has a statistical uncertainty in each PT bin. We shift randomly

each PT bin independently, which changes the �nal distribution. We
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repeat this shift 100 times. We calculate the standard deviations at

each PT bin of the �nal distribution.

� Acceptance

The ratio shown in Fig. 6.4 has �ve �tting parameters with errors. We

shift randomly all parameters independently according to the errors,

which also changes the �nal distribution. We repeat this shift 100

times and calculate the standard deviations at each PT bin of the �nal

distribution. We also check dependencies on the PDF used. The results

with two other PDFs, CTEQ4HJ and MRS-G, are shown in Fig. 6.5.

� Smearing Model

The smearing model involves three curves with �tting errors. We check

the shift of the �nal distribution if one of the curves changes by the

error. We assume here that three curves cause the systematic uncer-

tainties independently.

8.5 Comparing Data with Theory

Theoretical distributions which are smeared by the above procedures and

real data are given in Table 8.3 and shown in Figs 8.3 and 8.4. Top �gures

show the PW
T distributions in lower PT regions using the b-space (Fig. 8.3)

and qT -space (Fig. 8.4) formalisms, and bottom �gures show the same dis-

tributions up to PT = 200 GeV/c in log scale. The error bars with the data

points are the sum in quadrature of the statistical uncertainties and the sys-

tematic uncertainties from the QCD background estimation. The systematic

uncertainties from the single boson background estimation, the acceptance

estimation, and the smearing model are shown as bands with the theoreti-

cal distributions. Systematic uncertainties in the error bands are shown in

Tables 8.1, 8.2 , Figs. 8.1, and 8.2.
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PT bins Boson Acceptance Smearing Model (+=�)
(GeV/c) (%) (%) (%)

0-2 �0.08 �1.81 5.53/9.12
2-4 �0.08 �1.70 6.55/4.78
4-6 �0.08 �1.53 5.06/3.87
6-8 �0.08 �1.30 2.72/2.54
8-10 �0.07 �1.06 2.54/1.83
10-12 �0.07 �0.81 2.15/2.29
12-14 �0.07 �0.64 1.75/3.62
14-16 �0.06 �0.52 2.23/4.70
16-18 �0.07 �0.52 3.44/6.15
18-20 �0.07 �0.61 3.88/4.63
20-25 �0.07 �0.93 4.09/4.41
25-30 �0.09 �1.55 4.99/2.23
30-35 �0.12 �2.21 6.01/4.75
35-40 �0.14 �2.86 4.54/9.79
40-45 �0.13 �3.55 7.06/5.83
45-50 �0.13 �4.17 4.66/8.71
50-60 �0.15 �4.92 7.63/6.76
60-80 �0.17 �5.93 6.49/7.15
80-120 �0.26 �6.60 4.76/5.78
120-160 �0.39 �6.57 5.92/4.32
160-200 �0.58 �6.40 5.20/6.20

Table 8.1: The systematic uncertainties for the re-shaped theoretical predic-
tion (the b-space formalism). The uncertainties are from the boson back-
ground estimation, acceptance estimation, and smearing model.

Figs. 8.5 and 8.6 show the residual distributions, DATA�THEORY
THEORY . The

statistical uncertainties are shown as error bars and the all systematic un-

certainties are shown as bands. The reduced �2's between the data and the-

oretical curves are 1.05 (the qT -space formalism; 0�120 GeV/c, 19 points),

1.71 (the qT -space formalism; 0�200 GeV/c, 21 points), 1.85 (the b-space for-
malism; 0�120 GeV/c, 19 points), and 2.49 (the b-space formalism; 0�200
GeV/c, 21 points).

The theoretical predictions by the qT -space and b-space formalisms pro-

vide reasonable description of the data at low PT .

There appears to be discrepancies at high PT although the experimental
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PT bins Boson Acceptance Smearing Model (+=�)
(GeV/c) (%) (%) (%)

0-2 �0.06 �1.58 5.72/9.01
2-4 �0.06 �1.47 6.87/4.77
4-6 �0.05 �1.31 5.53/3.69
6-8 �0.05 �1.10 3.05/2.24
8-10 �0.05 �0.89 2.65/1.44
10-12 �0.05 �0.68 2.24/2.03
12-14 �0.05 �0.55 1.73/3.68
14-16 �0.05 �0.47 2.42/4.64
16-18 �0.05 �0.52 3.98/6.44
18-20 �0.06 �0.65 4.68/5.08
20-25 �0.07 �1.01 5.19/4.87
25-30 �0.10 �1.69 6.20/2.83
30-35 �0.14 �2.37 6.81/5.12
35-40 �0.16 �3.04 5.02/9.91
40-45 �0.15 �3.72 7.78/5.72
45-50 �0.15 �4.34 5.13/8.64
50-60 �0.15 �5.10 7.99/6.32
60-80 �0.16 �6.14 6.19/6.27
80-120 �0.27 �6.78 4.56/5.03
120-160 �0.39 �6.80 6.25/4.16
160-200 �0.57 �6.62 5.49/6.01

Table 8.2: The systematic uncertainties for the re-shaped theoretical predic-
tion (the qT -space formalism). The uncertainties are from the boson back-
ground estimation, acceptance estimation, and smearing model.

errors are large.
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PT bins Ndata
1

N

dN

dPT
Stat Sys b-space qT -space

(GeV/c) (GeV/c)�1 (GeV/c)�1 (GeV/c)�1 (GeV/c)�1 (GeV/c)�1

0-2 1924 0.01588 0.00036 0.00002 0:01493+0:00089
�0:00137

0:01360+0:00079
�0:00126

2-4 4659 0.03847 0.00056 0.00003 0:03986+0:00280
�0:00199

0:03636+0:00246
�0:00184

4-6 6166 0.05085 0.00065 0.00006 0:05336+0:00303
�0:00209

0:04897+0:00259
�0:00204

6-8 6652 0.05485 0.00067 0.00006 0:05671+0:00184
�0:00142

0:05257+0:00158
�0:00150

8-10 6167 0.05087 0.00065 0.00005 0:05328+0:00149
�0:00090

0:05014+0:00138
�0:00106

10-12 5463 0.04500 0.00061 0.00007 0:04664+0:00109
�0:00100

0:04477+0:00103
�0:00109

12-14 4627 0.03805 0.00056 0.00009 0:03962+0:00072
�0:00147

0:03886+0:00073
�0:00143

14-16 3860 0.03169 0.00051 0.00009 0:03254+0:00080
�0:00152

0:03274+0:00075
�0:00155

16-18 3180 0.02611 0.00047 0.00008 0:02648+0:00106
�0:00171

0:02731+0:00095
�0:00169

18-20 2676 0.02193 0.00043 0.00008 0:02139+0:00101
�0:00110

0:02259+0:00089
�0:00106

20-25 4951 0.01616 0.00023 0.00008 0:01508+0:00080
�0:00075

0:01654+0:00069
�0:00075

25-30 3038 0.009874 0.000182 0.000067 0:009298+0:000598
�0:000307

0:01067+0:00056
�0:00029

30-35 2026 0.006586 0.000149 0.000047 0:006113+0:000441
�0:000345

0:007229+0:000463
�0:000379

35-40 1385 0.004451 0.000123 0.000052 0:004253+0:000250
�0:000441

0:005129+0:000275
�0:000523

40-45 917 0.00295 0.00010 0.00004 0:00288+0:00025
�0:00020

0:00353+0:00028
�0:00024

45-50 689 0.00220 0.00009 0.00004 0:00210+0:00014
�0:00020

0:00260+0:00016
�0:00025

50-60 870 0.00139 0.00005 0.00002 0:00133+0:00013
�0:00011

0:00163+0:00015
�0:00014

60-80 817 0.000641 0.000024 0.000014 0:000616+0:000054
�0:000054

0:000716+0:000063
�0:000067

80-120 554 0.000208 0.000010 0.000008 0:000182+0:000015
�0:000015

0:000184+0:000015
�0:000016

120-160 155 0.0000621 0.0000052 0.0000014 0:0000395+0:0000037
�0:0000032

0:0000391+0:0000035
�0:0000031

160-200 39 0.000015 0.000003 0.000001 0:000010+0:000001
�0:000001

0:000010+0:000001
�0:000001

Table 8.3: The P rec
T distribution of W bosons corresponding to Figs. 8.3 and

8.4. The column labeled \Stat" shows the statistical uncertainty; \Sys"
shows the systematic uncertainty from QCD background estimation; \b-
space" and \qT -space" show the smeared predictions with the systematic
uncertainties from the single boson background estimation, the acceptance
estimation, and the detector smearing model.
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Figure 8.1: The systematic uncertainties for the re-shaped theoretical pre-
diction (the b-space formalism). The uncertainties are from the boson back-
ground estimation, acceptance estimation, and smearing model.
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Figure 8.2: The systematic uncertainties for the re-shaped theoretical pre-
diction (the qT -space formalism). The uncertainties are from the boson back-
ground estimation, acceptance estimation, and smearing model.
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Figure 8.3: Comparison of the data and the smeared theory curve by the
b-space formalism. The top �gure shows PT distribution in lower PT region.
The bottom shows the distribution up to PT = 200 GeV/c in log scale. The
systematic uncertainties from the single boson background estimation, the
acceptance estimation, and the smearing model are shown as a band with the
theory curve. The error bars of with data plots show the sum in quadrature of
the statistical uncertainties and the systematic uncertainties from the QCD
background estimation.
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Figure 8.4: Comparison of the data and the smeared theory curve by the qT -
space formalism. The top �gure shows PT distribution in lower PT region.
The bottom shows the distribution up to PT = 200 GeV/c in log scale. The
systematic uncertainties from the single boson background estimation, the
acceptance estimation, and the smearing model are shown as a band with the
theory curve. The error bars with the data plots show the sum in quadrature
of the statistical uncertainties and the systematic uncertainties from the QCD
background estimation.
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Figure 8.5: (Data-Theory)/Theory (b-space formalism). The error bars with
the data plots are the statistical uncertainties. The systematic uncertainties
from the QCD background estimation, the single boson background estima-
tion, the acceptance estimation, and the smearing model are shown as a
band.
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Figure 8.6: (Data-Theory)/Theory (qT -space formalism). The error bars
with the data plots are the statistical uncertainties. The systematic uncer-
tainties from the QCD background estimation, the single boson background
estimation, the acceptance estimation, and the smearing model are shown as
a band.
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Chapter 9

Conclusions

We have measured the W boson transverse momentum (PW
T ) distribution

in p�p collisions at
p
s = 1:8 TeV. The data corresponding to an integrated

luminosity of 110 pb�1 were collected with the CDF detector during Run I

from 1992 to 1995.

A total of 62165 W ! e� candidate events are selected by requiring an

isolated high ET (� 25 GeV) electron in the central region (j�j < 1:1) and a

large =ET (� 25 GeV).

Residual backgrounds from QCD multijet events are subtracted from the

W candidate events. The size and shape of these background events are es-

timated using independent QCD multijet samples. These background events

are less than 1% of the W candidate events. The fraction of backgrounds

from processes such as W ! �� ! e��� and Z ! ee ! e\�" in the candi-

dates are determined as a function of PW
T , for which we use a Monte Carlo

event generator. The fraction of the backgrounds from W ! �� and Z ! ee

events is �3% for PW
T < 50 GeV/c and �15% for PW

T > 140 GeV/c.

The detector resolution on the PT distribution of the recoil as a function

of PW
T is estimated, where we use the Z ! ee events as a control sample.

We compare the data with the NLO plus gluon resummation (the b-

space and qT -space formalisms) predictions. The theory curves are re-shaped

according to the boson backgrounds, the detector resolution, and the detector
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acceptance. The last item is studied using a Monte Carlo event generator.

We �nd that the NLO plus gluon resummation calculation provides rea-

sonable description of the data in the range PW
T . 120 GeV/c and that there

appears to be a discrepancy at high PW
T (120 . PW

T . 200 GeV/c), though

the experimental errors are large.
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Appendix A

Monte Carlo Samples

We make Monte Carlo samples for the single boson backgrounds estimation

(Chapter 5) and for the acceptance estimation (Chapter 6) with PYTHIA

(version 5.7) [22]. We use the following switches.

Primordial k? distribution in hadron

� MSTP(91)=2 : Exponential, width given in PARP(92), upper cut-o� in

PARP(93).

� PARP(92)=1.25

� PARP(93)=10.0

Process Mode

� MSEL =12 (11): W� (Z0) production in the range,

{ P
W=Z
T < 35 GeV/c : Background estimation,

{ PW
T < 15 GeV/c : Acceptance estimation.

� MSEL = 14 (13): W� (Z0) + jet production in the range,

{ P
W=Z
T � 35 GeV/c : Background estimation,

{ PW
T � 15 GeV/c : Acceptance estimation.

? MSTP(43)=2: Z0 only (no � generated) for Z process.
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